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Recent papers have advanced the hypothesis that mimicry of salticid spiders by a variety of insects can 
provide protection to those insects against the attack of salticid spiders (Hill, Abhijith & Burini 2019; Hill  
2022).  In effect, as predator on an insect population, salticid spiders selectively prey on individuals less  
able to represent themselves as salticid spiders, based on an archetypal image or  engram held by those 
spiders (Figure 1.1-1.2).

Figure 1.  1, Hypothetical archetype of a salticid spider, showing key features that may be used by another salticid to recognize  
this image as a salticid (after Hill 2022).  2, Example of a crambid moth that displays the key features of this archetype on its 
wings.  3, Image generated in response to the text input  jumping spider, highly detailed by an intelligent machine (Replicate 
stable diffusion; see Table 1, #7).  Can intelligent machines provide us with insight into the nature of the salticid archetype?  
Attribution and ©:  2, Arnold Wijker (https://www.inaturalist.org/observations/19305397), modified under a  CC BY-NC 4.0 
license.
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Here I will consider the possibility that a new generation of intelligent machines capable of generating  
images  based on a text  input (text  to  image),  recently  made accessible to  the  public,  can help us  to 
understand the nature of the salticid archetype of salticid spiders.  For purposes of this study, a series of  
images  were  obtained  by  presenting  a  simple  text  message  (usually  jumping  spider,  highly  detailed) 
multiple times to each of a series of computer systems (engines) that have the ability to convert text 
statements to images (Table 1).   As can be seen from the results (Figures 1.3,  2-30),  a diverse set of 
images was produced as a result.

Table 1.  Online engines used to generate images of jumping spiders from text.
engine web site technology technology references figures

1 Pixray vqgan https://replicate.com/pixray/text2image CLIP, VQGAN Radford et al. 2021; Esser, Romback 
& Ommer 2021

2

2 DeepAI https://deepai.org/machine-learning-model/text2img 3
3 NightCafe Stable Diffusion, photo https://creator.nightcafe.studio/ stable diffusion Rombach et al. 2022 4-5
4 Stable Diffusion Playground https://stablediffusionweb.com/#demo stable diffusion 6-8
5 Canva https://www.canva.com/ 9-10
6 Huggingface Stable Diffusion 2.1 https://huggingface.co/spaces/stabilityai/stable-diffusion stable diffusion 11-14, 24-30
7 Replicate Stable Diffusion https://replicate.com/stability-ai/stable-diffusion stable diffusion 1.3, 15-16
8 Starryai Argo 2 https://starryai.com/ stable diffusion 17-18
9 Simplified https://simplified.com/ai-image-generator/ CLIP, diffusion 19-20

10 OpenAI DALL-E 2 https://openai.com/dall-e-2/ CLIP, diffusion, GLIDE Nichol et al. 2022 21-23
11 Deep Dream Generator https://deepdreamgenerator.com/ stable diffusion 31-32

When processing, the Pixray vggan engine (#1) allowed the user to view successive iterations as each 
image was drawn.  However, unlike the other engines reviewed here, the images that were produced were 
quite primitive and depicted little variation in form (Figure 2).  Nonetheless they still included many key  
features of  the salticid archetype,  to include a horizontal row of eyes,  a dorsal fringe,  a clypeus,  and 
several legs.

Figure 2.   Responses to the  jumping spider, high detail text prompt by the Pixray vqgan engine (Table 1: #1).  Although 
primitive, elements of the salticid archetype shown in Figure 1.1, including a horizontal row of eyes, a clypeus, and a fringe  
above the eyes, can be seen here.
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The DeepAI (#2, Figure 3) and NightCafe stable diffusion (#3, Figures 4-5) engines produced a greater 
variety of images that were much more like salticid spiders, but with significantly less accuracy than the  
subsequent engines listed in Table 1.

Figure 3.   Responses to the  jumping spider, high detail text prompt by the DeepAI engine (#2).

Figure 4.   Responses to the  jumping spider, high detail text prompt by the NightCafe Stable Diffusion engine (#3).
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Figure 5.   Responses to the  jumping spider, high detail text prompt by the NightCafe Stable Diffusion engine (#3).

A series of intermediate engines (Stable Diffusion Playground, #4, Figures 6-8; Canva, #5, Figures 9-10; 
Huggingface stable diffusion, #6, Figures 11-14; Replicate Stable Diffusion, #7, Figures 1.3, 15-16) and 
Starryai Argo 2, #8, Figures 17-18) tended to produce much better images of salticid spiders with many 
variations.  The Simplified (#9, Figures 19-20) and OpenAI DALL-E 2 (#10, Figures 21-22) consistently  
produced remarkably accurate images, but with far less variation.

Figure 6.   Responses to the  jumping spider, high detail text prompt by the Stable Diffusion Playground engine (#4).

1 2 3 4

5 6 7 8

9 10 11 12

1 2 3 4



Peckhamia 288.1 salticid archetypes by intelligent machines 5

Figure 7.   Responses to the  jumping spider, high detail text prompt by the Stable Diffusion Playground engine (#4).
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Figure 8.   Responses to the  jumping spider, high detail text prompt by the Stable Diffusion Playground engine (#4).
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Figure 9.   Responses to the  jumping spider, high detail text prompt by the Canva engine (#5).
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Figure 10.   Responses to the  jumping spider, high detail text prompt by the Canva engine (#5).

1 2 3 4

5 6 7 8

9 10 11 12

13 14 15 16

17 18 19 20



Peckhamia 288.1 salticid archetypes by intelligent machines 9

Figure 11.   Responses to the  jumping spider, high detail text prompt by the Huggingface Stable Diffusion 2.1 engine (#6).

1 2 3 4

5 6 7 8

9 10 11 12

13 14 15 16

17 18 19 20



Peckhamia 288.1 salticid archetypes by intelligent machines 10

Figure 12.   Responses to the  jumping spider, high detail text prompt by the Huggingface Stable Diffusion 2.1 engine (#6).
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Figure 13.   Responses to the  jumping spider, high detail text prompt by the Huggingface Stable Diffusion 2.1 engine (#6).

1 2 3 4

5 6 7 8

9 10 11 12

13 14 15 16

17 18 19 20



Peckhamia 288.1 salticid archetypes by intelligent machines 12

Figure 14.   Responses to the  jumping spider, high detail text prompt by the Huggingface Stable Diffusion 2.1 engine (#6).
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Figure 15.   Responses to the  jumping spider, high detail text prompt by the Replicate Stable Diffusion engine (#7).
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Figure 16.   Responses to the  jumping spider, high detail text prompt by the Replicate Stable Diffusion engine (#7).

Figure 17.   Responses to the  jumping spider, high detail text prompt by the Starryai Argo 2 engine (#8).
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Figure 18.   Responses to the  jumping spider, high detail text prompt by the Starryai Argo 2 engine (#8).

Figure 19.   Responses to the  jumping spider, high detail text prompt by the Simplified engine (#9).
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Figure 20.   Responses to the  jumping spider, high detail text prompt by the Simplified engine (#9).

Figure 21.   Responses to the  jumping spider, high detail text prompt by the OpenAI DALL-E 2 engine (#10).
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Figure 22.   Responses to the  jumping spider, high detail text prompt by the OpenAI DALL-E 2 engine (#10).
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Figure 23.   Responses to the  jumping spider, high detail text prompt by the OpenAI DALL-E 2 engine (#10).

To  further  study  the  role  of  natural  language  in  eliciting  these  responses,  I  also  tried  several  other  
prompts using the Huggingface Stable Diffusion 2.1 engine (#6).  In response to a  peacock spider, high  
detail prompt, generated images resembled spiders with peacock-like colors and displays (Figure 24).  In  
contrast, a peacock jumping spider, high detail prompt produced mostly good images of jumping spiders 
with bright, peacock-like colors (Figure 25).  A Phidippus, high detail prompt produced a variety of spider-
like  images,  mostly  with  at  least  one pair  of  large,  forward facing  eyes  (Figure  26),  but  a  Phidippus 
jumping spider, high detail prompt produced much more accurate images of salticids (Figure 27), similar 
to  those produced in response to the basic  jumping spider,  high detail prompt (Figures 11-14).   The 
salticid, high detail prompt produced a series of spider-like images (Figure 28), however not much like 
salticids.  The Salticidae, high detail prompt (Figure 29) was much better at this.  Finally a Springspinne,  
high detail prompt produced a series of arthropod-like images, but none that could be recognized as any  
kind of spider (Figure 30).

These results indicate that, whereas the relationship between jumping spider and images of salticids is 
well-trained into this system, some text may be much less effective or predictable.  Salticidae is better-
trained than is  salticid.  Curiously, whereas  Phidippus tends to produce images suggestive of a jumping 
spider, the German term Springspinne is much less effective, although both produce arthropod-like images 
in any case.  These differences simply reflect training of the system, not some fundamental limitation.
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Figure 24.   Responses to the  peacock spider, high detail text prompt by the Huggingface Stable Diffusion 2.1 engine (#6).
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Figure 25.  Responses to the peacock jumping spider, high detail prompt by the Huggingface Stable Diffusion 2.1 engine (#6).
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Figure 26.   Responses to the Phidippus, high detail text prompt by the Huggingface Stable Diffusion 2.1 engine (#6).
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Figure 27.   Responses to the Phidippus jumping spider, high detail prompt by the Huggingface Stable Diffusion 2.1 engine (#6).
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Figure 28.   Responses to the  salticid, high detail text prompt by the Huggingface Stable Diffusion 2.1 engine (#6).
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Figure 29.   Responses to the  Salticidae, high detail text prompt by the Huggingface Stable Diffusion 2.1 engine (#6).
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Figure 30.   Responses to the  Springspinne, high detail text prompt by the Huggingface Stable Diffusion 2.1 engine (#6).
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Discussion.  Clearly a number of different text to image systems are successful at producing a reasonable 
image of a salticid, often quite variable but in general bearing the features that have been associated with 
a salticid archetype.  How should we interpret this finding?  Although there have been some recent efforts  
to  model  the  features  of  object  recognition  by  primates  with  deep  neural  network  computers  (e.g.,  
Rajalingham et al. 2018), we still need to know much more about the neurobiology of jumping spiders for  
approaches of this kind to be meaningful.

What  we  do  know,  however,  is  that  without  specific  programming  to  this  effect,  neural  network 
computers are capable of learning the association between natural language (in our case the English term  
jumping spider) and general features derived from the images represented by this language.  Here these 
features appear to include those that we have associated with a salticid archetype (Figure 1.1).  By itself,  
this supports the salticid archetype hypothesis to the extent that respective features of that archetype can 
be independently derived through the objective observation of, and feature extraction from, a series of  
salticid images by the intelligent machine.

A series of recent technological advances have made this kind of machine intelligence possible.  Since 
2014,  Generative Adversarial  Networks (GAN) have been used successfully in a number of  intelligent 
machines, most notably demonstrated by the ability of AlphaGo Zero to quickly teach itself to defeat the 
best human Go players (Dong, Wu & Zhou 2017).  However, for the purposes of text to image generation,  
diffusion models (e.g., Choi et al. 2022; Saharia et al. 2022) have recently been more successful.  These 
have, in some cases, been enhanced or modified through the addition of GAN features (Wang et al. 2022),  
or  even  more  efficient  pretrained  encoders (Rombach  et  al.  2022).   Diffusion-based  systems  are 
transformers,  selecting  and  recording  image  features  by  determining  and  remembering  the  steps 
required to convert an image (associated with text) to a pixel array of pure, random Gaussian noise.  To 
produce a new image from text input, these systems begin with a pixel array of random noise, and then 
reverse the sequence of steps that they have learned, to recompose images with features like those that  
they were trained on.  As a result they produce a different image each time, but one that usually retains  
the  selected  features  that  they  have  learned.   Many  examples  have  been  included  in  this  paper  to  
demonstrate just how varied these productions can be.

A discussion of terms relevant to this discussion is in order (see Appendix 1).  Here I do not use the  
popular term artificial intelligence with respect to information processing by machines (rather, machine 
intelligence),  as  the  term  intelligence is  equally  applicable  to  both organismal  and machine behavior. 
Likewise, both machines and organisms may have the ability to acquire useful information (with both 
learning and  memory).  Notions used to describe objects that can be associated with our own natural 
language (e.g.,  concept,  semantic object, symbol) are equally applicable to machines and organisms.  The 
internal representations of concepts held by salticids (archetypes or engrams) are still quite mysterious to 
us, and in some cases, as with the salticid  archetype,  they appear to be  innate (not acquired through 
learning).  Important engrams related to conspecific or mate recognition, or prey recognition (Edwards &  
Jackson 1993; Bartos 2022) by the jumping spider may also be largely innate.

Surrealism.  Text to speech systems have recently spurred the production of a vast amount of art that can 
be termed surrealist (unreal, but perhaps reflecting an underlying reality).  As shown in Figures 31-32, 
the text input jumping spider can be combined with other terms (in this case walking on vegetation) as 
well  as  terms  that  describe  an  artistic  style.   These  systems  provide  one  more  example  of  feature 
extraction and representation by machine intelligence, but their output may also have something to tell us 
about our own fascination with these creatures.  Whether these images can also produce a supernormal 
response by jumping spiders remains to be determined.
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Figure 31.   Responses to the  jumping spider walking on vegetation text prompt by the Deep Dream Generator engine (#11). 
One limitation of this and similar diffusion engines lies in their inability to consistently count serial objects (e.g., eyes in a row),  
but they are very good at creatively combining different text inputs to produce surrealistic images.
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Figure 32.   Responses to the  jumping spider walking on vegetation text prompt by the Deep Dream Generator engine (#11).
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Appendix 1.  Key terms used in this paper, with references

animal learning acquisition of information by animals that can be used to modify behavior
animal memory memory held by animals
archetypal image image that can be recognized by the use of innate memory
artificial intelligence (AI) older term for machine intelligence (MI), based on the view that machines are not really intelligent
CLIP Contrastive Language-Image Pre-Training (Radford et al. 2021)
cognition loaded term (multiple meanings) that should probably be avoided; some use this a a synonym of recognition, others to suggest deep understanding
concept fundamental representation of any object or thing that can be handled by an information processing system
deep neural network a complex neural network with multiple layers, usually with hidden layers (Liu et al. 2017; Rajalingham et al. 2018)
Diffusion-GAN GAN trained with image diffusion (Wang et al. 2022)
diffusion model model of visual object based on reversing steps required to turn it to noise (Choi et al. 2022; Saharia et al. 2022)
engram an internal representation of an object that can be suggested by the behavior of an information system
GAN Generative Adversarial Network (Goodfellow et al. 2014, 2020; Bang & Shim 2018; Zamorski et al. 2019; Morizet 2020)
GLIDE Guided Language to Image Diffusion for Generation and Editing (Nichol et al. 2022)
information facts, symbolic and other representations of fact
information processing the collection, processing, storage, and utilization of information by a system
information system living entity or machine that is capable of information processing
innate memory information that is built into a system through development or manufacturing, but not acquired through a learning process
intelligence ability to process information in a useful manner
intelligent animal any animal with the ability to process information
intelligent machine any machine with the ability to process information
latent diffusion model use of pretrained autoencoders to support diffusion synthesis (Rombach et al. 2022)
learning acquisition of information by an information system
machine intelligence (MI) preferred term for what has been called artificial intelligence, based on the view that machines can be intelligent
machine learning acquisition of information by machines that can be used to modify behavior
machine memory memory held by machines
memory retention of information that can be used to modify behavior at a later time
natural intelligence (NI) intelligence of animals and other organisms that is not machine intelligence
natural language a symbolic system acquired and used by humans to communicate
neural network computer assembly of simple processing units that can learn through modification of the connections between units (Gurney 1997; Nielson 2019)
object general term for anything that is subject to a symbolic representation
object recognition ability to associate an object with its symbolic or internal representation (Hovhannisyan et al. 2021)
salticid archetype archetypal image of a salticid spider held by another salticid spider (Hill 2022)
semantic model set of representations for objects and their relationships that may be held in memory
semantic object representation of any object in a semantic model
semantic relationship relationship between semantic objects, for example, A is a B, or A is a characteristic of B
supernormal a response that is stronger than the normal response that has evolved (Vidya 2018)
surrealism in art, the exploration of the unreal thought to respresent an underlying reality (Ai 2021)
symbol abstract representation of a semantic object, for example, a word or computer code
text to image generation production of an image from text input
transformer computer system produces an internal representation of an image (Parmar et al. 2018; Chen et al. 2021; Zeng & Kwong 2022; Khan et al. 2022)
VQGAN Vector Quantized Generative Adversarial Networks (Esser, Romback & Ommer 2020)


